
We can use the preference for reference
pronoun translations to make a challenge
dataset and train an evaluation measure.
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1 Motivation
• Monolingual/discourse-level evaluations of MT out-
put reveal strong preference for human translations;
BLEU scores are poor indicators of this

• Existing evaluations show low agreements with hu-
mans; targeted datasets are somewhat artificial

2 User Study & Dataset

• Create noisy data based on MT errors

• Conduct a user study to confirm that reference is
better (>0.8 AC1 agreement)

• Source texts of errors form the test suite for mul-
tiple source languages (Source: WMT)

3 Model & Results

• Distinguish good from bad pronoun translations:
pairwise ranking loss training with reference vs. MT

• Helps to include common reference context; results
on noisy data indicative of the model’s sensitivity to
pronouns

• Model predictions agree (>0.8) with humans

• Attention heat maps show the model identifies wrong
pronouns despite no specific signal; gives greater
score to animacy/consistency

4 Future Work
• Handle multiple suitable pronouns and other dis-
course phenomena

← Download paper/code/data
https://ntunlpsg.github.io/project/discomt/eval-anaphora/


