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• Increasing claims of fluency - applications in
language generation, summarization, MT, etc.

•Most work ignores downstream applications
•Typically trained pairwise on the permuted
document task

•Only partially indicative of coherence modeling
[Pishdad et al., 2020]

•SOTA generalizes poorly to downstream tasks
[Mohiuddin et al., 2021]

Contrastive Learning

•Maximizemutual information by using contrastive
learning
⇒ Compare positive document to multiple
negative documents

Hard Negative Mining

•Mine hard negatives locally
•Sample more than needed and score training
samples ahead

•Take top N to train the next steps
→ Causes instablity in training
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Auxiliary Momentum Encoder

•Number of negative samples in contrastive
training limited by resource constraints
⇒ Maintain large independent global queue of
negative samples

•Encode using auxiliary momentum encoder
to keep representations consistent (not
backpropagated through)
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•Temporal ensemble of exponential-moving-average
versions of the base encoder

•Stabilizes hard negative training
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Effect of Negatives Ranked for Hard Negative Mining
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Effect of varying the Momentum Coefficient
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Conclusions

• Increasing ratio and quality of negative samples
improves generalizability

•New standard for coherence model evaluation
•Encourage research in new paradigm of
coherence modeling
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